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1 INTRODUCTION

VisualSoft supplies a wide range of Network Attached Storage (NAS) units or Data Storage
Servers (DSS). Each NAS or DSS has a software interface which you can access to
configure the device.

The data on these units is managed by a RAID card which is manufactured by either LSI
Logic or by 3ware. There are different management interfaces for each type of card.

2 LOGGINGIN

2.1 Data Storage Server (DSS) Interface
Use the following steps to access and configure the DSS software
e Open a web browser (such as Mozilla Firefox or Internet Explorer)
e Type in the name or IP address of the storage unit and press Enter
e Enter the details Admin Level: ‘Full Access’ Password: ‘admin’
e Click the ‘Login’ button

Data Storage Server - Version 6 Enterprise

LOGIN PANEL

‘ Welcome to AV-STOR DSS12V6

Admin. Level
Full Access %

Password

LOGIN

| X

TN T I T TI T I T TINTIT

lllllll‘llllxll

AV-STOR DSS12V6 - All rights reserved
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2.2 3ware Interface

Use the following steps to access and configure the 3ware system software

Open a web browser (such as Mozilla Firefox or Internet Explorer)
Type in the name or IP address of the NAS unit and press Enter
Select the ‘Setup’ tab

Select ‘H/W RAID’ from the drop-down menu.

Click on the ‘3DM’ button

“ AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enterprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » H/W RAID

3ware manager

Press "3DM" button to open 3DM Management Utility.

3ware administrations

Press "Reset" button to restore 3DM configuration to factory default.

reset

Event Viewer: [ ><]

AV-STOR DSS12Ve - All rights reserved
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e Enter the details Login: ‘Administrator’ Password: ‘3ware’
e Click the ‘Login’ button

(= 3ware 3DM2 - Login - Windows Internet Explorer (=]
@: ~ & hitpsiff200.1.1,225:888) v [ cortfeateenor |4 | X )
Fie Edb View Favortes Took Help & -
T G| @@ 3wars 30M2 - Login Fi- B @ v irPage v {3 Tods -

“)3ware.3DM"2 logged n

Summary Information Management Monitor 3DM 2 Settings

Refresh Login

Please Login

Login Administrator %

Password Y

Last updated Mon, Jun 01, 2009 10:26.37AM
3DM 2 version 2.07.00.009

AP version 2 04.00.009

Copyright (c) 1897-2008 AMCC

| fogin.html [§ @ meemet #100% <

/4 start @ B2 7 [ avstor - AVSTOREI... /7 3ware 30M2 - Lagin ... W 51.bmp - Paint

2.3 Areca
Use the following steps to access and configure the Areca system software
e Open a web browser (such as Mozilla Firefox or Internet Explorer)
e Type in the name or IP address of the NAS unit and press Enter
e Select the ‘Setup’ tab
e Select ‘H/W RAID’ from the drop-down menu.
e Tick the ‘Areca Controller: ARC-XXXX’ tick box and click ‘Areca’
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& AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enterprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP ¥ H'\ RAID

Areca administration

Press "Areca" button to open Areca Managerment.
Areca controller: ARC-1882; BUS 1D N/A

[ Mail alert configuration

Please apply changes or press "reload" button to discard

e Enter the details Login: ‘admin’ Password: ‘0000’
e Click ‘OK’

Authentication Required

9 A user name and password are being requested by http:/f200.1.1.50:6666. The site savs: "Raid
Console”

User Mame: | admin |

Password: | seeq |

[ Ok J ’ Cancel

Page 7 of 56
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3 UNIT SHUTDOWN/RESTART

This section details the different methods to correctly shutdown your Data Storage Server
(DSS). Units such as these should be shutdown in a controlled manner to reduce the risks
of any data loss. Units that suffer a power loss or are shutdown in an uncontrolled manner
are more likely to sustain data loss.

3.1 ViaInternet Explorer or Mozilla Firefox

Once you have logged into the Data Storage Server as detailed in section 2.1 you have the
ability to turn off the unit through this same interface.

You should navigate to Maintenance > Shutdown where you will find the section for
‘System Shutdown’.

In this same area you may also issue a System Restart command to the unit, this will do a
complete reboot of the system without having to manually power it on.

3.2 Via Console

If you have a monitor connected directly to the Data Storage Server or you have connected
to the console using Putty as per section “Console Access Using Putty” then you can
shutdown/restart the unit using the following commands.

¢ On the main console screen enter the following key combination Ctrl+Alt+k
¢ You will be given two options, ‘System Restart’ or ‘System Shutdown’

o Arestart will power cycle the system

o A shutdown will turn the unit off

# 200.1.1.225 - PulTY,

Shutdown
Please =select

System restart
System shutdoun




FY\R UMM S
A AV-STOR NAS Configuration and Maintenance

SUBSEA TECHNOLOGIES Revision 005

4 CONSOLE ACCESS USING PUTTY

Putty is a free and open source terminal emulator application. You can use Putty to gain
remote access to the storage unit from a PC on the network. This is useful for accessing to
the following options without having to connect a monitor to the storage unit itself:

e Delete Contents of Unit
o |P Settings
e Restart/Shutdown

4.1 Allowing Access viathe DSS Software
o Select the ‘Setup’ tab
e Select the ‘administrator’ tab on the lower row
e Tick ‘Remote access set’
e In ‘Allow IP’ type the PC IP address you want to connect from
e In ‘Set Port’ leave the default 22222

e |n ‘Password’ enter ‘admin’

I& AV-STOR High Performance Network storage Data Storage Server - Version 6 Enferprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: SETUP » administrator
Contact:
Location:
apply
UPNP settings B3 ¢
[C] Use UPNP
apply
Remote console access o7
Remote access set
Allow IP: 200.1.1.124
Set port: 22222 M
Password: L ]
Confrm password: I
apply
Please apply changes or press "reload" button to discard
CLI/API Configuration

AV-STOR DSS12V6 - All rights reserved
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4.2 Putty Operation

FYARUM

Putty can be run directly from any computer supplied by VisualSoft. Navigate to
‘C:\Visualsoft Utilities\3rd Party Programs\Putty’ and run the file ‘Putty.exe’. (If you want to
run the Putty software from a different PC, you can copy the Putty.exe file.)

¢ In ‘Host Name’ type in the name or IP address of the unit

e |n ‘Port’ enter 22222 as defined in section 4.1 above

Click the ‘Open’ button

22 PuTTY Configuration

Category:

= Session
Laoagaing

= Terminal
Keyboard
Bell
Features

= "window
Appearance
Behaviour
Tranglation
Selection
Colours

= Connection
Data
Prowy
Telnet
Rlogin

+- 55H

Senial

On the screen that appears Login as: ‘cli’ and use the password: ‘admin’ as defined

in section 3.1 and press enter

22200.1.1.225 - PuTTY,

Bazic options for your PUTTY gession
Specify the destination pou want to connect to
Host Mame [or IP address) Port
2001.1.225 22224
Connection type:
I Raw () Telnet O Rlogin 33 55H (O Senial
Load, save or delete a stored session
Saved Sessions

Default Settings
ware

Cloze window on exit:
O Alway: (O Mever (%) Only on clean exit

[ Open ] [ Cancel




You will now see exactly what you would see if you had monitor plugged in.

£ 200.1.1.225 - PuTTY

4.3 Deleting the Contents of a Storage Unit

This section details how to remove all of the data on your Data Storage Server.
You should only do this if you are certain all the data on your unit can be safely erased. You
should consider whether you have a backup. If you do not have a backup, are you certain
than none of the data on the storage unit will be needed?

On the main console screen enter the following key combination Ctrl+Alt+x
Select Yes

Enter the password ‘admin’ and press Enter

Select Option 14 ‘Delete Contents of Unit’

Enter the password ‘admin’ and press Enter

' 192.168.0.245 - PulTY.

Extended tools menu —————————
Choose action

Zelect default Volume Group

Rezstore default administrator settings
Rezstore default network settings (IF, BCNDING,
Restore factory SETUP settings

Restore factory CONFIGURATICH settings
Remote support

Remowve Lpple temporary files

Reset iCLs of files and directories

Set owner of files and directories

Repair filesystem on LV (Logical Volumes
Restore LVM WG (Volume Group) configuration
PV resize

Remove all snapshots

Remove LV (Logical Volume)

Delete content of units

[ 5=lccc | e
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e Press the space bar on volume groups you wish to delete
¢ Highlight the ‘OK’ button and press Enter

& 192.168.0.245 - PuTTY R)] 2 192.168.0.245 - puTTY

Delete content of units
You have choosen to clear unit(s):
Delete content of units — ® 5000
Select units to clear * 5001

5000 in use, wglo PAY SPECIAL ATTENTION!

3001 in use, wgOO # LLL THE DATAL ON THE UNIT(S] WILL BE LOST
3002 ready * THE STSTEM WILL BE REBOOTED

V(4]

Do you wish to continue?

4.4 Configure IP Addresses

¢ On the main console screen enter the following key combination Ctrl+Alt+n

e Select an installed network adapter by using the up/down arrows on keyboard and
press Enter.

2 200.1.1.225 - PuTTY

Network settings
Select network adapter

ethi 200.5.5.225 off running
ethl Z200.1.1.225 off running
DNZ Settings

Routing
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® Select the IP address details you want to change and press Enter for example ‘IP’

& 200.1.1.225 - PulTY

Ldapter settings
Select parameter for edit

botive O

DHCP OFF

IP 0. 5.5, B85
Mask 255.255.255.0
Broadocast

Gateway

e Delete the existing IP and enter the new details

# 200.1.1.225 - PulTY

Adapter settings
Enter new IP

200.5.5.225
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5 ASSIGNING AN IP ADDRESS VIA A WEB BROWSER

Assigning the correct IP address to your unit is required to be able to access your data. If
you know the current IP address you can change it as shown below.

e Select the ‘Setup’ tab
e Select ‘Network’ and choose ‘Interfaces’ from the drop-down menu.

e Select the Interface you wish to change from the left hand side of the browser as
highlighted.

& AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enterprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP » network » Interfaces

| ﬂ ” Interfaces /‘( r? Server name
tg ethO
e Server name: [ main |
Comment: ‘ Storage server ‘ 3

apply

e Amend the details as you require and select “Apply”.

& AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enterprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: SETUP b network b Interfaces » etho

&1~ Interfaces  (}? Interface info DO G

l:; z::? Intel Corporation 82574L Gigabit Network Connection

1P address o 7

A, Waring

Warning! You are currently connected through this interface.

¥ Active
MAC: 00:1E:67:53:15:88
' DHCP
& raiover  (R/? @ Static
= - IP address: [z00.1.1.50 |
e : Erra—
I:g ethl Netmask: 255.255.255.0 |
Broadcast: [auto
Gateway:

apply

Event Viewer:
AV-STOR DSS12V6 - Al rights reserved
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6 REPLICATION GUIDE

Data replication allows you to have a fully automated backup of your data, by continually
copying the data on one storage unit to another.

Data replication can occur between two different shares on two different units. This setup is
used to prevent any loss of data if one unit fails. In this document we will refer to the main
or primary unit as the ‘source’ and the mirror or backup unit as the ‘destination’.

Data pushed to Destination

Source Server P Destination
e.g. 200.5.5.50 e.g. 200.5.5.51

Switch

PC

Detailed Network IP and cable Diagram

Switch

200.1.1.50 200.5.5.50
Nicl Nic2

—t] [

Nicl Nic2
=
200.1.1.51 200.5.5.51

Page 15 of 56
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On the Destination Drive

e Select the ‘Configuration’ tab
o Select ‘NAS Settings’ from the drop-down menu
¢ Tick the Data replication agent box and select Apply
e Select the ‘Configuration’ tab
e Select ‘NAS Resources’
e Select ‘Shares’ and then the share you want to work with e.g. “mirror”
o Tick ‘Use data replication’
o In‘Allow access IP’ enter the source IP address e.g. 200.5.5.50

o Click Apply
P a httas‘llDDl 160 I & | B~ coogle
W AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enferprise
SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: CONFIGURATION » NAS resources b Shares » mirror
| "ﬂ r Shares R
Data (file) replication agent settings
e L. mirror |
Use data (file) replication
Login name: \ |
Password: I |
Confirm password: \ |
Allow access IP: [200.5.5.50 |
A [ users (R
|
o7
NDMP data server access «
o Info
NDMP data server is off!
i’i r Groups R
| A
Lo 1. users
NN
Remove share e 17

Event Viewer:
AV-STOR DSS12V6 - All rights reserved
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On the Source Drive

e Select the ‘Configuration’ tab
e Select ‘Volume Manager’
e Select ‘vg00’ under Vol. groups on the left hand side of the page
e Create a shap shot using remaining space (50GB or more)
o Inthe ‘Action’ field select ‘new snapshot’

o Set the size and then select ‘apply’

“ AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enterprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: CONFIGURATION » volume manager » Vol. groups » vgo0o

‘ ‘ )

.3-7’ Vol. groups R7?

e vg00
Volume manager o )? m
Ivoo00 & NA - 18500.00 3
SWAP 4.00 @
Reserved for snapshots 0.00
Reserved for system 4.00 =
Reserved for replication 0.00
ikl - = o 7 Free 118.41
I i4 Vol. replication | '} /?
Action: | new NAS volume M
new NAS volume
new iSCSI volume
hot
[[] use volume replicd Lo IR
oany Wwuouuy
"1 WorRM modify SWAP L
1
d
0 118.41
00 G8
apply

Event Viewer:
AV-STOR DSS12V6 - All rights reserved

¢ In snap shot definition at the bottom of the page — Select IvO000

Snapshot definition

snap00000 V0000 unused

apply

Please apply changes or press "reload” button to discard

Page 17 of 56
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e Select the ‘Maintenance’ tab
e Select ‘Backup’ from the drop-down menu
o Select the ‘Data Replication’ area on the left hand side
o Select ‘New data replication task’

o Task name — user defined

o Source Share — name of share you wish to replicate
o Snap shot — this will auto fill

o Destination IP — IP Address of Destination unit

o Destination share — choose available share

o Login and Password — leave blank

o TICK don’t delete files — this will mean that if something is deleted of the
source drive it will not be removed from the destination

o Select Apply

AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enterprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP

2

‘You are here: MAINTENANCE » backup » Data (fi€) replication

| e r Backup pools "{ 7 Create new data (file) replication task

Task name: [oaTA |
Source share: | STOR E|
Snapshot: | snap00000 E|
Destination IP: [ 200.5.5.50 |
Destination share: |:E| -

|

|

Destination agent password: [

Log replication errors
Use ACL
Don't delete files

r - ,‘ 2
apply
r Backup tasks " f? Please apply changes or press "reload” button to discard
r ,‘ >

Iﬁ; Backup devices Destination agent login: [
| W

Data (file) replication tasks

Info
No tasks have been found.

Event Viewer:
AV-STOR DSS12V6 - All rights reserved

Page 18 of 56



FY\R UMm S
A AV-STOR NAS Configuration and Maintenance

SUBSEA TECHNOLOGIES Revision 005

Select the new data replication task that you have created
e Create schedule for data replication task
o Comment > DATA
o Select time interval > 10mins
o Select Apply

& AV-STOR High Performance Network Storage Data Storage Server - Version & Single Node

SETUP CONFIGURATIOMN MAINTENANCE STATUS HELP

You are here: MAINTEMANCE ¥ backup ¥ Data (file) replication » DATA

i
F RBackup bools (1= 7
| @ Backup pools (1§ [ Destination IP: 200.5.5.51
Source share: WATH
Snapshot: snap00000
Destination share: MIRROR
Log replication errors: Yes
= T P H
Iﬂ Backup devices R Use ACL: Yes
Don't delete files: Yes

Create schedule for data (file) replication task

P——
| = Backup tasks /‘i r?

— Comment: [ DaTa, |

Select time: [ Interval v

Interval: [ 10 min. time period ~|

Please apply changes or press "reload" button to discard

I q"l Data (file) rep. | R(?

S
= |

Page 19 of 56
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7 TIME SETTINGS

It is important that the correct time and time zone is set on the unit so file creation and

modification times are shown correctly.
e Select the ‘Setup’ tab

e Select ‘Hardware’ from the drop-down menu

¢ On the page displayed you will see ‘Time zone’ settings and ‘Set Time’ options.

High Performance Network Storage

Data Storage Server - Version 6 Enterprise

AV-STOR
SETUP { CONFIGURATION MAINTENANCE STATUS

network ¥ are

HELP

administrator

H/W RATD [l Use UPS
S/W RAID

Fibre Channel

apply

iSCSI Initiator

« fum b 1§ &

hardware

GUI Time zone settings

Time zone:

GB [~]

o
h-]
S
<

[

Set time

Current server time:

© Manual
New time:

New date:
@ Use NTP
NTP servers:

@ Adjust once (on apply)

© Continuous adjusting using NTP

2013-08-29 12:56:59

) [12:56:42 | L

[2013-08-29 |

‘ 1.pool.ntp.org ‘

apply

-

Event Viewer:
AV-STOR DS512V6 - All rights reserved

e You should adjust the settings as necessary. Where possible you should use an
NTP server. If that is not possible you could set the clock to be the same as that of
the PC you are working on, or as a last resort set it manually.

Page 20 of 56
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8 EMAIL NOTIFICATION

Email notification can be used to send Information, Warnings and Errors to several email
addresses of your choice and it is an important service to ensure any issues that arise with
the RAID card are dealt with promptly.

8.1 3ware
e Login to the 3ware interface as detailed in section 2.2 above.
e Goto 3DM 2 Settings

e Select which level you wish to be notified on e.g. INFO, WARNING or ERROR
(INFO is the recommended setting, and will ensure that you will receive all
messages.)

o Enter the sender name, the recipients you wish the email to go to and the details of
the mail server you wish to use

|| 3ware 3DM2 - 3DM 2 Settings

’)3ware® 3DM"2 Administrator logged in

Summary Information Management Monitor 3DM 2 Settings

Refresh

E-mail notification

Send E-mail ©Enabled C Disabled

Notify on

Sender [avsTORS000-DSS |
Recipient(s) |user@cnmpany com |
Mail Server (name or IP) [192.168.0.123 |
Mail Server Login | |
Mail Server Password | |
Change Password For

Current Password | |
New Password | |
Confirm New Password | |
Minutes Between Refresh

Allow Remote Access @Enabled O Disabled

Listening Port

Page 21 of 56
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8.2 Areca

e Log into the Areca interface as detailed in section 2.3 above
¢ Navigate to ‘System Controls’ on the left-hand pane and expand the folder
e Click ‘Alert by Mail Configuration’

¢ Enter the sender name, the recipients you wish the email to go to and the details of
the mail server you wish to use

e Select on which level you wish to be notified e.g. Urgent Error, Serious Error,
Warning Error or Information Notification (Information is the recommended setting,
and will ensure that you will receive all messages.)

°) Raid Storage Manager - Mozilla Firefox

File Edt Yiew Hstory Bookmarks Tools Help

dss12v6 - AY-STOR DSS1246 * | I Raid Starage Manager

€ | @ 200.1.1.50:6666 % || B - coogl £+ &

A

-

e 2P o %Areca Technology Corporation

. -
o | X - U
] Activate Incomplete RAID ¢ A ] A
[} Create Hot Spare = -
) Delete Hot Spare = SMTP Server Gonfiguration
{0 Rescus Raid Set SMTP Server IP Address 0 o o o
B3 Waolume Set Functions 1 add fi =
0 Create volume Set = Mail Address Configurations
{) Create Raid30/50/60 Sender Mame ! Mail Address @ |
0 DEIE_tE el S5k Account Password :
4 Madify Yolume Set
{1 chack VYolume Sat = Event Notification Configurations
1) Schedule valume Check MailTa Mamel : I Mail address © |
] Stop Yolume Check 8
) Download Yolume Key File @ Disable Event Notification Mo Event MNotification Will Be Sent
=43 Physical Drives O Urgent Error Motification Send Only Urgent Event
1) Create Pass-Through Disk Q Serious Error Matification Send Urgent And Serious Event
] Modify Pass-Through Disk o . A
WA Ef MNotificat Send Urgent, Serious And Warning Event
{) Delete Pass-Through Disk arning Errer Hatmeation 2y 9
{7 Clane Disk O Information Motification Send all Event
) Abort Cloning [ watification For Mo Event Motify User If No Event Occurs Within 24 Hours
{) Set Disk To Be Failed I— q
MailTo Mame2 : Mail address
] Activate Failed Disk
{7 ldentify Enclasure @ pisable Event Notification No Event Notification will Be Sent
) Identify Drive (4] Urgent Error Matification Send Only Urgent Event
-89 System Controls Q Serious Error Motification Send Urgent And Serious Event
) System Configuration 5
{7 Advanced Configuration ] Warning Error Notification Send Urgent, Serious And Warning Event
) Hdd Power Management O Information Motification Send all Event
j i‘thetrgethfu‘nggu;atmnt [ mMotification For Mo Event Motify User If Mo Event Occurs Within 24 Hours
ert By Mail Configuration
[ SMMP Configuratian MailTo Name3 @ I Mail Address @
) NTR Configuration @ Disable Event Motification No Event Notification will Be Sent
) Wiew Ewents/Mute Beeper o)
Urgent Errar Motification Send Only Urgent Event
{) Generate Test Event
[ Clear Event Buffer O serious Error Notification Send Urgent And Serious Event
1 Modify Passwaord Q warning Error Notification Send Urgent, Serious &nd Yarning Event
1) Upgrade Firmware O Information Matification Send all Event
E+3 Information N b
) RAID Set Higrarchy O wotification For Mo Event Motify User If Na Event Occurs ‘Within 24 Hours
{) 5AS Chip Information MailTo Mame4 : I Ml AskRlEss o
j iys;em IFI[;ITTH?(IDH @ Disable Event Motification Mo Event Natification Will Be Sent
ardware Monitor
O Urgent Errar Motification Send Only Urgent Event
Ll © serious Error Motification Send Urgent And Serious Event
1 © Warning Error Notification Send Urgent, Serious and Warning Event
Transferring data From 200.1,1,50 — = >
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9 MANAGE YOUR DSS SETTINGS

This option allows you to save all configurations that have been applied in the DSS
interface i.e. IP Addresses, Bonding, Replication, Time Settings, volume settings, share
names.

9.1 Save
e Select the ‘Maintenance’ tab
o Select ‘Miscellaneous’ from the drop-down menu

e Tick ‘Setup’, ‘Configuration’ and ‘Download’ to save all settings onto your desktop.

& AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enterprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: MAINTENANCE » miscelaneous

Save settings

SETUP
CONFIGURATION

'] save locally
Download

Please apply changes or press "reload" button to discard

e This file will appear wherever you have chosen to store it e.g. Desktop.

£
43

sekkings
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9.2 Restore

To re-apply the settings that you have saved, at the bottom of the same page, you can
‘Browse’ to where the settings file is saved and upload your old settings. You will be asked
to reboot the NAS when the upload is complete.

& AV-STOR High Performance Network Storage Data Storage Server - Version 6 Single Node

SETUP COMFIGURATIOMN MAINTEMNANCE STATUS HELP

You are here: MAINTEMAMCE » miscellanzous

Save settings

[ seTup
[J CONFIGURATION

Save locally
[ pownload

Restore settings

auto save last 2014-03-06 11:58:15 Q@

[J seTup
[ CONFIGURATION

Free space for update/settings: 599.90MB

{Browse..|

o)

Data Storage Server - All rights reserve
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10 HEALTH CHECKS

It is not always possible to setup automated email notification. Some vessels do not have
the necessary access or permissions to do this within their corporate IT system.

If you cannot setup email notification, it is very important that you carry out regular “health
checks” to ensure the continued correct operation of the storage unit. These checks ensure
that disks are not failing and that your data remains safe.

10.1 3ware

e Login to the 3ware interface as detailed in section 2.2

e Inthe ID column of the Controller Summary you will see ID 1 in blue underlined text.

H [ )
Click on “1".
(= 3ware 3DM2 - Summary - Windows Internet Explorer E”E|g|
@ v e htpsifzn.1.1.225 6980 v B Cetficts Emor | 41 A 2|
File Edt View Favortes Tools Help & -
wodr |g:3mmsomz-immy - B - v [ rPage v (BTods -
oswam@ 3DM®2 1 26,254 Administrator logged in

Summary Information Management Monitor 3DM 2 Settings

Refresh Summary

Administrator now logged in

D (Model  [Serial#  [Firmware  [Driver _ [status |
“ 9550SXU-4LP L320909A7281888  FEOX 3.04.00005  226.08.003-2.6.24 OK

Last updated Mon, Jun 01, 2009 02:27 31PM

This page will automatically refresh every 5 minute(s)
3DM 2 version 2.07.00.009

AP version 2.04.00.009

Copyright (c) 1997-2008 AMCC

jawascript:gota_contraller(D) (@ & ntemet H 1005 -

‘4 start @ P~ 7|7 avstor- AV-STORS0D... S 3ware 30M2 - Summa... | 4 S2bmp - Paint W 9,03 1007
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e |n the Unit Information click the blue number 0 link.

/2 3ware 3DM2 - Unit Information - Windows Internet Explorer [ =
G.;:v £ hitps:i{200,1.1,225:888] ~ [ cortficate Erer | +3 | X [L- s [2]-
Fle Edt Vew Favortes Toos Help & -
W ‘giw«:l}ﬂz-un\twmﬂm [7I BB - @ [P BTodse
Z)3Ware. 3DM°2 w..oseisior (tinus 262545 00 Administrator logged in

Summary Information Management Monitor 3DM 2 Settings Help

Refresh Unit Information EEICT ST T Controller ID 1 (9550SXU-4LP) v

LInit Information (Controller ID 1)

Unit  [Name _______[lype _____[Capacity [Status __________[identifyl
RAID 5 1.09TB OK*

is unit may have potential problems. Cick on the unit number to see more details.

Last updated Mon, Jun 01, 2009 02:28.02PM

This page will automatically refresh every 5 minute(s)
3DM 2 version 2.07.00.009

AP version 2.04.00.009

Copyright (c) 1997-2008 AMCC.

_unit{0) (3 @ Internet 0% -

‘4 start e P (= avstor - AV-STORE0D. /= 3ware 30MZ - Unit In, i 53.bmp - Paint 2,03 1008

This next screen that appears will show you each individual drive and its status. If everything is
working properly, all drives will have green status OK. If you see other status levels like

, , ERROR etc you should contact Visualsoft Support for further advice.
(See the contact details at the end of this document.)

{= 3ware 3DM2 - Unit Information - Windows Internet Explorer

o: + 8 hitps:j[200.1.1.225:868 v | contfiaterror | 44/ X | [Lie 5o |2
File Edt V¥iew Favorites Tools Help % ki

w & [@Gweml-uminfwnm — o B v [Page o BTok - T
) 3ware. 3DM"2 197 (Linux 26.26.13-0¢32) Administrator ogged n [ LogoUt ]

Summary Information Management Monitor 3DM 2 Settings Help

Refresh Unit Information EE YT EUR Controller ID 1 (9550SXU-4LP) ¥

Staws  OK®

Name

Serial # Y1768170FE 1401000425
Capacity 1.09TB

Type RAID 5

Stipe  64kB

Volumes 1

Subunits 4

[Subunito ___JSubunit ____ JSubunit2 ____ JSubunit3 |
Status OK Status Status OK Status OK

Type DISK Type DISK Type DISK Type DISK

Port 0 Port 1 Port 2 Port 3

Last updated Mon, Jun 01, 2009 02:28.18PM

This page will automatically refresh every 5 minute(s)
3D 2 version 2.07.00.009

AP version 2.04.00.009

Copyright (¢) 1397-2008 AMCC

Done (@ € mtemet H100% <

s start e P /= avstor - AV-STORGOO, . 23
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10.2 Areca

e Login to the Areca interface as detailed in section 2.3

e Navigate to Information on the left-hand pane and expand the folder
e Choose RAID Set Hierarchy

[ . 'I’.L-‘i-:{"v

|open all|close all|

i Raid System Caonsale

{7 Quick Function

{7 RAID Set Functions

] ¥olume Set Functions

{7 Physical Drives

{2 System Controls

EHE5) Infarmation
-] IRAID Set Hierarchy:
-] SAS Chip Information

1) System Information

-{]] Hardware Maonitor

|open all|close all|

§ Raid System Console

{7 Quick Function

{£J RAID Set Functions

{1 Yolume Set Functions

{2 Physical Drives

{2 System Controls

B9 Information
-] IRAID Set Hierarchy!
~{] A5 Chip Information
~{] System Information
-{] Hardware Monitor

§
Ldba

Areca Technology Corporation

= RaidSet Hierarchy
RAID Set
Raid Set # 000

Devices
E#2Disk001

E#ZDisk00z
E#2Disk003
E#2Disk004
E#2Disk005
E#2Disk006
E#2Disk007
E#2Disk00s
E#2Disk00g
E#2Disk010
E#ZDisk011
E#2Disk012
E#2Disk013
E#2Disk014
E#2Disk015
E#2Disk016

¥olume Set{Ch/Id/Lun}
ARC-1882-Y0L #000{0/0/0%

¥olume State

Capacity
27999.9GB

E#2Disk014
E#2Disk015
E#2Disk016

. Areca Technology Corporation

E#2Disk013

Device Usage

Device Usage

Disk001(A Raid Set # 000
Disk002{E Raid Set # 00O
Disk003{12 Raid Set # 00O
Disk004{16 Raid Set # 00O
Disk0OS(B Raid Set # 000
Disk006(F Raid Set # 000
Disk0O7{13 Raid Set # 000
Disk00g(17 Raid Set # 000
Disk009(C Raid Set # 000
Disk010{10 Raid Set # 000
Disk011{14' Raid Set # 00O
DiskD12{18 Raid Set # 00O
Disk013(0 Raid Set # 00O
DiskD14{11 Raid Set # 000
Disk015(15 Raid Set # 000
Disk016{19 Raid Set # 000

= Enclosure# 1 : ARECA SAS RAID Adaptery¥1.0

Capacity

GCapacity
2000.4GE
2000.45B
2000.45B
2000.45B
2000.4:B
2000.4GE
2000.4GE
2000.4GE
2000.4GE
2000.4GE
2000.45B
2000.45B
2000.45B
2000.4:B
2000.4GE
2000.4GE

Model

= Enclosure#2 : AIC CORPSAS 6G Expander 0b01{1A)[50015B207868303F]

Model

TOSHIBA MGOZACAZ00
TOSHIBA MGO2ACAZ200
TOSHIBA MGO2ACAZ200
TOSHIBA MGO2ACAZ00
TOSHIBA MGO2ACAZ00
TOSHIBA MGOZACAZ00
TOSHIBA MGO2ACAZ00
TOSHIBA MGOZACAZ00
TOSHIBA MGEO24CAZ200
TOSHIBA MGOZACAZ00
TOSHIBA MGO2ACAZ200
TOSHIBA MGO2ACAZ200
TOSHIBA MGO2ACAZ00
TOSHIBA MGO2ACAZ00
TOSHIBA MGOZACAZ00
TOSHIBA MGO2ACAZ00
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11 HDD FAILURE/REPLACEMENT PROCEDURE

Over a period of time disks in the NAS can fail. If this occurs you should use the procedures
below to avoid any loss of data or further damage to your NAS.

When a disk fails a red or orange light will appear on the front of the disk. Alternatively you
may have identified a failed disk by doing regular health checks as described elsewhere in
this document. In either case you should do the following:

e Log in to the DSS Interface as detailed in section 2.1

o The first page you see will be the Help > About page. Copy the following details and
send them in an email to us at visualsoft.support@f-e-t.com

o Model

o Version

o Licence key
o SIN
o Licence Storage Capacity

e You will then need to download the logs as described in section 12 and send them
to us in an email along with the details above.

e At no time should you switch off the NAS while there is a drive failure, unless you
are specifically asked to do so by VisualSoft or the DSS manufacturer.

Disk failures must be dealt with as quickly as possible; Failure to do so can result in
data loss. You must take responsibility for your NAS unit and make sure you know what
RAID type you have configured so that you know how many failures you can have before
data loss occurs. RAID types are client specific and can be RAID5 or RAID6, each either
with or without “Hot-Spares”.
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12 RETRIEVING LOGS

The logs stored within the DSS and 3ware interfaces are important, and will help you to
identify whether a storage unit has any problems. It is important that you familiarise yourself
with these logs, so that you can find them and send them to VisualSoft if asked to do so.

12.1DSS Logs
e Select the ‘Status’ tab

e Select ‘Hardware’ from the drop-down menu

& AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enferprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: STATUS b hardware

Press the button to start download log file.

Press the button to remove old logs.

remove

Logs viewer

‘apachez :
Wca
.ControllerTools

.FC_Target

.ftp L

E [ei)
Wlivoo -

11

Memory (RAM) info o T

|i Used memory (MB): 462.63
Event Viewer: (<]

AV-STOR DSS12V6 - All rights reserved
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e Click ‘Download’ to download the DSS (data storage server) Logs. A window will
appear asking for a destination for the Log file

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: STATUS » hardware

E AV-STOR High Performance Network Storage Data Storage Server - Version 6 Enterprise

s a1
Logs Y &4

Press the button to start download log file.

Opening A0052277_[7337] logs_2013-08-30_00_02.tar.gz LA_LE

Press th You have chosen to open:

A0052277_[7337]_logs_2013-08-30_00_02.tar.gz
which is: gzip
from: https://200.1.1.60

-
<
[}

What should Firefox do with this file?
Logs vie @ save File | Y &

. D Do this automatically for files like this from now on.
ap

WA |
s
.FC_1arget

‘ftp

Wco

oo -

Memory (RAM) info

- Used memory (MB): 492.82 ~

Event Viewer:
AV-STOR DSS12V6 - All rights reserved

e Attach the downloaded file to an email and send it to VisualSoft's Hardware Suport
Team at visualsoft.support@f-e-t.com
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12.2 3ware Logs

e Login to the 3ware interface as detailed in section 2.2
¢ Navigate to ‘Information’ > ‘Controller Details’
f)awam@ 3DM*2 logged in | Logout

Infermation Monitor 3DM 2 Settings

Management

Summary

Select Controller

Refresh

Controller 001 (35505xU-4LF) ~

Unit Infermation

Drive Information

Controller Details (Controller ID 1)

Model 25505XU-4LP
Serial # L320908A7281885
Firmware FEZX 3.04.00.005
Driver 2.26.08.003-2.6.24
BIOS BESX 3.04.00.002
Boot Loader BL9x¥ 3.02.00.001
Available Memory M2 MB

Bus Type PCI

Bus Width B4 bits

Bus Speed 66 MHz

# of Ports 4

# of Drives 4

# of Units 1

Error Log Download Error Log

Last updated Thu, Aug 08, 2009 10:05.03AM

This page will automatically refresh every 5 minute(s)
300 2 version 2.07.00.000

API veraion 2.04.00.008

Copyright () 1997-2008 AMCC

Select ‘Download Error Log’ to download the 3ware Logs. A window will appear

L]
asking for a destination for the Log file.
“)3ware. 3DM°2 Administrator Ingged in
Summary Information Management Monitor 3DM 2 Settings
Refresh CCIET A TG ETE Controller IO 1 (35605xU-4LF) v
Controller Details (Controller ID 1)
Model 95505KU-ALP
Serial # L320909A7261888
Firmware FESX 3.04.00.005
Driver 2.26.08.003-26.24 Opening errorlog_0.dat E‘
BlOS BESX 3.04.00.002
Vou have chosen to open
Boot Loader BL9X 3.02.00.001
Available Memory 112 ME [E} errariog_odat
Bus Type PCl which is a: DAT file
¥P! Fromi https:/f200.1.1,225:558
Bus Width 64 hits
Bus Speed 66 MHz What should Firefox do with this file?
# of Ports 4 © Open with
# of Drives 4 .
N (%) Save File
# of Units 1
Error Log '[ﬁ'a';,,"'i';';d Error qf [[] bo this automatically for Fies like this From now on.
Last updated Thu, Aug 08, 2009 10:05.03AM
This page will automatically refresh every 5 minute(s) oK Cancel
30M 2 version 2.07 00.009 _
AFT version 2.04.00.000
Copyright (c) 1987-2008 AMCC
e Attach the file you download to an email and send

visualsoft.support@f-e-t.com

it to VisualSoft at
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13 ADDING A HOT-SPARE DISK AFTER A DISK FAILURE

If a disk which is part of your volume fails, the “Hot-Spare” disk will be activated
automatically and data will be recovered to that disk. The failed disk must then be replaced
with a new disk which must then be configured as the Hot-Spare.

Please follow these instructions to create a Hot-Spare using either 3ware and LSI RAID
cards.

13.1 3ware

e Login to the 3ware interface as detailed in section 2.2

o Go to the Management section and select Maintenance

e Select the spare drive at the bottom of the window by checking the box next to it.
e Click Create Unit.

¢ In the dialog box that appears, select the configuration type Spare.

e Click Ok.

e Press Rescan Controller button at the top

e You will see the spare appear at the top of the page, under Unit Maintenance.
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13.2 Areca

Areca NAS units are built in RAID6 configuration. This means up to 2 hard disks within the
RAID can fail without risk of losing data. In the case of a failed disk, all that is required is to
swap the failed disk with a new disk. See section 12 of this guide for steps to obtain disks
through VisualSoft Support.

To add a hot-spare to a RAID6 configuration would require breaking the RAID and by doing
this the drives would be formatted and the data lost.
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14 EXPANDING EXISTING VOLUME

You can expand a unit's capacity by adding one or more drives to it without changing the RAID
level. Expanding unit capacity can be accomplished while the unit is online, without experiencing
any data loss. This process is also referred to as Online Capacity Expansion (OCE).

14.1 Expanding the unit’s capacity in 3DM 2

1 In 3DM 2, choose Management > Maintenance.

Summary Information Management Meonitor 3DM 2 Settings

Refresh _ Controller Seﬂings| LI PNERSTNT PNl Controller ID 5 (9650SE-16ML) ~

Successfully created unit(s): 0 as RA Sched

| B SRES T ANES = |
Rescan Controller | (This will scan all ports for newly inserted drives/units)

Unit Maintenance (Controller ID 5)

Unito | | OK
Port 0 ST3500320NS SATA 465.76 GB oK [Remove Drive]
Port 1 ST3500320NS SATA 465.76 GB oK [Remove Drive]

[ Werify Unit ][ Rebuild Unit ][ Migrate Unit ][ Remove Unit ][ Delete Unit ]
*Before removing or deleting a unit, make sure there is no /0 on the unit and unmount it

|Available Drives (Controller ID 5)

= 2 ST3500320MS 4865 76 GB OK
= 3 ST3500320MS 465 76 GB OK
= 4 ST3500320MS 465.76 GB OK
= 5 ST3500320MS 465 76 GB OK
= B ST3500320MS 4865 76 GB OK
= 7 ST3500320MS 4B65.76 GB OK
= 8 ST3500320MS 465 76 GB oK
= 9 ST3500320MS 4865 76 GB OK
= 10 ST3500320MS 465 76 GB OK
= 11 ST3500320MS 465.76 GB OK
= 12 ST3500320MS 465 76 GB OK
= 13 ST3500320MS 4865 76 GB OK
= 14 ST3500320MS 4B65.76 GB OK
= 15 ST3500320MS 465 76 GB OK

iDe-}Select All Drives

Create Unit Remowve Drive

Last updated Thu, Oct 07, 2010 01:43.30PM
This page will automatically refresh every 5 minute(s)
3DM 2 version 2.07.00.009

AP version 2.04.00.009

Copyright (c) 1997-2008 AMCC

2 In the Unit Maintenance table on the Maintenance Page, select the unit
you wish to expand by checking the box next to the Unit ID.
3 Click the Migrate Unit button.
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Summary Information Management Monitor 3DM 2 Settings

Refresh Maintenance CEEE ST Controller ID 5 (9650SE-16ML)
y it(s): 0 as RAID 1

Rescan Controller | (This will scan all ports for newly inserted drives/units)

Unit Maintenance (Controller ID 5)
N

Port 0 ST3500320NS SATA 46576 GB oK Remove Drive]
Port 1 ST3500320NS SATA 46576 GB oK Remove Drive]

[ Werify Unit ][ Rebuild Unit ][ Migrate Unit H Remowve Unit ][ Delete Unit ]

*Before removing or deleting a unit, make sure there is no V0 on the unit and unmount it

= 2  ST3500320MS 46576 GB OK
= 3 ST3500320MNS 46576 GB OK
= 4  ST3500320NS 465676 GB OK
= 5 ST3500320MNS 465676 GB OK
= 6  ST3500320NS 465676 GB OK
= 7  ST3500320NS 465676 GB OK
= 8 ST3500320MS 46576 GB OK
= 9  ST3500320NS 46576 GB OK
[T 10 ST3500320NS 46576 GB OK
= 11 ST3500320NS 46576 GB OK
1 12 ST3500320NS 465.76 GB OK
1 13 ST3500320NS 465.76 GB OK
1 14 ST3500320NS 465.76 GB OK
1 15 ST3500320NS 465.76 GB OK

iDe-)Select All Drives

Create Unit Remove Drive

Last updated Thu, Oct 07, 2010 01:43 30PM

This page will automatically refresh every 5 minute(s)
3DM 2 version 2.07.00.009

API version 2.04.00.009

Copyright (c) 1997-2008 AMCC

The Migrate dialog box appears, listing the drives which can be added to the unit.

4 Select the drives(s) you wish to add to the unit by checking the Port ID box next to each
one.

5 If desired or necessary, select the appropriate RAID level.

Summary Information Management Monitor 3DM 2 Settings

Refresh Maintenance Select Controller Controller ID 5 (9650SE-16NML) ~

Successfully created unit(s): 0 as RAID 1

Rescan Controller | (This will scan all ports for newly inserted drives/units)

- Unit to Migrate
|__Unito ]

[RaD1_________________Jaes65GB

@ Select drive(s) to use to migrate [
~Betor Port 2 ST3500320NS SATA 465 76 GB OK
] Port 3 ST3500320MS SATA 465 76 GB OK
] Port 4 ST3500320MS SATA 46576 GB OK
-E [ Port 5 ST3500320MNS SATA 465.76 GB OK
= ] Port6 ST3500320NS SATA 465 76 GB OK
= [ Port 7 ST3500320NS SATA 465 76 GB OK
= ] Port & ST3500320MS SATA 465 76 GB OK
= ] Port 9 ST3500320MS SATA 46576 GB OK
= ] Port 10 ST3500320MNS SATA 46576 GB oK
= [ Port 11 ST3500320MNS SATA 465.76 GB OK
= ] Port 12 ST3500320NS SATA 46576 GB OK
= ] Port 13 ST3500320NS SATA 465 76 GB OK
= ] Port 14 ST3500320MS SATA 465 76 GB OK
= ] Port 15 ST3500320MNS SATA 46576 GB OK
| Type (BAISE] ~| Stwipe 64k =
=
=

(De-)Select All Drives

Create Unit Remove Drive

Last updated Thu, Oct 07, 2010 01:43.30PM
This page will autornatically refresh every 5 minute(s)
304 2 version 2.07.00.009

AP version 2.04.00.009

Copyright (¢} 1997-2008 AMCC

6 Click OK.
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The Maintenance page updates to show the newly reconfigured unit. The Status column

title indicates that Migration is in progress.

Summary Information Management

Refresh Maintenance

Monitor 3DM 2 Settings Help

T2l de Gl Tl Controller ID 5 (9650SE-16ML) ~

Rescan Controller | (This will scan all ports for newly inserted drivesfunits)

Unit Maintenance (Controller ID 5)

oK

Port 0 ST3500320MS
Port 1 ST3500320MS
Port 2 ST3500320MS

SATA 46576 GB
SATA 46576 GB
SATA 46576 GB

OK
OK

[ Werify Unit ][ Rebuild Unit ][ Migrate Unit ][ Remowve Unit ][ Delete Unit ]

*Before removing or deleting a unit, make sure there is no VO on the unit and unmount it

Available Drives (Controller ID 5)
[ JPort[Model — [Capacity [saus

ST3500320M3
ST3500320MS
ST3500320M3
ST3500320MS
ST3500320M3
ST3500320MS
ST3500320MS
10 ST3500320MS
11 ST3500320MS
12 ST3500320MS
13 ST3500320MS
14 ST3500320MS
16 ST3500320MS

i e Y
w

465.76 GB
465 76 GB
465.76 GB
465 76 GB
465.76 GB
465 76 GB
465 76 GB
465.76 GB
465 76 GB
465.76 GB
465 76 GB
465.76 GB
465 76 GB

(De-)Select All Drives

Create Unit Remove Drive

Last updated Thu, Oct 07, 2010 01:50.49PM

This page will automatically refresh every 5 minute(s)
3DM 2 version 2.07.00.009

API version 2.04.00.009

Copyright (c} 1997-2008 AMCC

Then | initializes

14.2 Expanding the unit’s capacity in the DSS
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15 UPDATING FIRMWARE

15.1 Introduction

It is important to have all units updated with the latest firmware. These updates can include
vital bug fixes and useful new features. There are two types of updates, one for the DSS

and another for the 3ware card.

Before applying any firmware upgrades, please ensure that all of your data is backed up
before you proceed. Also, please save all system settings. You can use Section 8 for

instructions on how to do this.

15.2 DSS ISO Upgrades through Browser

e Select the ‘Maintenance’ tab

o Select ‘Software Update’ from the drop-down menu

e Browse to the .iso image file provided by Visualsoft, then click upload. This will take

a couple of minutes.

o When the upload is complete, press the yellow tick symbol to apply the update and

restart the NAS when asked to.

l& AV-STOR High Performance Network Sforage

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: MAINTENANCE » software update

Data Storage Server - Version 6 Enterprise

Update downloader

Press check to search for new updates.

check

System software update

o Info

Two types of update files may be uploaded:
*.1S0 - to perform a full product version update;
* UPD - to install a small update.

|/ 6.0up98.xxxx.7337 2013-02-14 b7337

Available space 568MB out of total 972MB

| Browse... | No file selected.

397.6

v 000

Event Viewer:
AV-STOR DSS12V6 - All rights reserved
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15.3 Firmware Upgrade

15.3.1 Version 3518

15.3.2

15.3.3

All Version 5 AV-STOR DSS NAS units should be using firmware version 3518. If you have
not upgraded to 3518 you will be unable to apply any new patches or small updates that
are available.

You can upgrade to build version 3518 from build 3204 or greater. Units with build versions
lower than 3204 will first have to upgrade to 3278 before upgrading to 3518.

Version 7337

All Version 6 AV-STOR DSS NAS units should be using firmware version 7337. If you have
not upgraded to 7337 you will be unable to apply any new patches or small updates that
are available.

You can upgrade to build version 7337 from build 6536 or greater. Units with build versions
lower than 6536 will first have to upgrade to 6536 before upgrading to 7337.

How to Obtain the Firmware Files

All files can be downloaded from our website or requested from VisualSoft at
Visualsoft.Support@f-e-t.com.

Before contacting VisualSoft, please send us the information described in section 15.3.4
below. This allows us to determine your requirements faster.
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15.3.4 Finding Serial Number, Firmware Version and Checking bit mode
You will need to find out what version of the DSS firmware you have. To do this you please
login to the DSS interface by following the procedure detailed in section 2.1. From the page
that appears when you login you can see the Firmware Version, Serial Number and Bit
mode (32 or 64bit) of the NAS.

& AV-STOR High Performance Network Storage Data Storage Server - Version é Enterprise

SETUP CONFIGURATION MAINTENANCE STATUS HELP
You are here: HELP » about AV-STOR DSS12V6
oT Model: AV-STOR DSS12V6
AV-STOR Version: 6.0up98.8101.7337)64bit
Release date: 2013-02-14
| DSS12VB | (i
License .
S/N:
Product key: 3KZQ-EGID-BBWG-KIPT-2UAR-YENH-D2YY

Licensed Storage Capacity: 20 TB

Extensions keys loader

Key: | \

Thank you for purchasing an AV-STOR DSS Sclution! To get access to
software updates and to receive news about changes in our products please
register at

PRODUCT REGISTRATION

_‘ -

AV-STOR DS512V6 - All rights reserved

Event Viewer: Px{

Before applying the Upgrade, you must send us these details and allow up to 24 hours for
us to obtain a Licence Key that matches your Serial Number. The licence key is required in
case the DOM flash memory becomes corrupt or unusable during the upgrade. You should
never attempt a firmware upgrade without first obtaining the correct license key otherwise
you risk losing or damaging your data.
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15.3.5 Creating a Bootable USB Memory Stick

A .zip file will be issued to you for the upgrade (USB BOOT-DSS XXXX.zip). Before
unzipping the file to a USB Memory Stick, you must format the USB Memory Stick as either
FAT or FAT32 (please ensure the Stick is at least a GB in size). Once the Stick has been
formatted, do the following:

e Unzip the USB BOOT-DSS_XXXX.zip file on to it.

e Right-click the ‘bootinst.exe’, located in the boot folder, and select Run as
Administrator

e Press any key to run installer
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15.3.6 Changing the Boot Order

The boot order of the NAS must be changed to boot from the USB Memory Stick.

o Press F2 to enter the BIOS of the NAS
e Select the Boot Options screen using the right and left arrow keys.

etup Utility - Copyright (C) 2005-2007 American Megatrends, I
Security Server Management Boot Manager

The number of second
pause at the end of POST
allow the user to pre
[F2]1 key for entering f
Setup Utility
id values are 0-65°
e default. A val
will cause the
go to the Boot
wait for user input fi
system boot.

Select Screer

Select Iten

Change Value

- Select Field
Genera

Optinized Def
e ant

Exit

e Scroll down to Hard Disk Order and Press return.

Aptio Setup Utility - Copyright (C) 2005-2007 fimerican Megatrends, I
Advanced Security Server Management Boot Manager

Set hard disk boot orde
ng the boot opti

Disk Order

Select Screen
Select Item
Change Value
Select Field
General Help
Dptimized Default
Save and Exit
Exit
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o Press enter on Hard Disk #1 and make sure you select USB DISK 2.0, you can
press + and — to change the boot order.

stio Setup Utility - Copyright (C) 2005-2007 fmerican Megatrends, Iy

[ USB DISK 2...1 Set hard disk boot orde

selecting the boot optic
this position.

" Select Screen
1

*/~

Enter S

F1

F9
F10 Save and Exit
ESC Exit

o Press F10 to save the settings and Exit.

15.3.7 Applying the Update

¢ When the unit boots you will be presented with the options as shown in the image
below. You should select ‘Run Software Update Installer’.

Architecture selection
Bun 320t TRIAL systen (2.6.27)

Tun GObit TRIAL (2.6.27)
Run software update installer

Press [F1] to get Help, press [Tab] to edit options.
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o Allow the unit to continue booting

AV-STOR-8000-DSS

www.av-digital.com

e On the next screen that is displayed scroll down to the bottom of the page using
Page down button on the keyboard and press Enter
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e Press ‘Space Bar’ to select the device you wish to install the Operating System to.
Press ‘Tab’ to highlight ‘OK’ then press ‘Enter’.

Please select the mediun you will use to install the softuare.

device size nodel serial nunber“
sdev/sde 1027 MB USB EDC 000701301BEAD7C4A326

K

JF DOUN

o Enter the licence key that has been provided by VisualSoft. Please leave out any
hyphens and be careful to distinguish between the number 0 and the letter O.

Please enter your Product Key.

Type in your Licence key here

K 0K




™

e Press ‘Enter’ to continue

Summary
Destination media: sdev/sdc
Product Key: new

All Operating System and Configuration data from
the USB DOM sdeussdc will be removed! Do you want
to continue?

‘

e The update will take ten to fifteen minutes to complete.

Installation in progress. Please wait...




M

=S

e You will be prompted to reboot the unit when the update is complete.

Thank you for updating your product.

Reboot

o Please check that the firmware has updated correctly by checking the ‘About’ page
as detailed in section 15.3.4.
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15.3.8 Selecting the Correct System Architecture

You will have to make sure that the NAS is booting in the correct system architecture. If you
have created your volume in 32-bit mode but have booted the NAS in 64-bit mode, you will
be unable to view the system volume and shares.

To change the System Architecture you will have to do the following.

e Click CTRL+ALT+T in the main screen below.

ethd
ethl

port:
allow from:
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e Select Option 9 ‘Boot Options’.

Console tools menu
action

Fing

DHCP ping

Hardware infao

Memory info

Time configuration
Language settings
Add-ons

Modify driver options
Console lockfunlock
Boot options

Wom -] m o n b L e O

(Z=lcct QN Fiic ]

e Click ‘Next’ to proceed.

Boot options
Ee aware that changes in
this section will he
noticeshle after
rebooting
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e Select Option 0 ‘Select System Architecture’

Boot options
Choose action

0 Select systew architecture
1 Eoot parasmmeters

[ B=l=cc [ Faci

Please select the System that you took a note of in Section 12.3.2, Click ‘Apply’ and
reboot the NAS.

System sSelection
Select system architecture

i ] 1 32Zhit system (2.6.27)
%] 2 64bit system (2.6.27)
[ +]




™

Boot options
Choose action

SJelect system architecture
BEoot parameters
Sawve changes!

[ G=1=cc QN cack ]

e Select option 2 and ‘Save any changes’.

Boot options
Now wou can reboot
into 3zZbit system
(2 .E.BF)

e After rebooting the NAS, we would recommend saving your settings see ‘Section
8.1".



User Guide Y "
AV-STOR NAS Configuration and Maintenance A

Revision 005 SUBSEA TECHNOLOGIES

15.3.9 Activating your new licence

Once the upgrade is complete, you will be asked to activate your new licence. You must
apply an extension key and restart the storage unit. Contact VisualSoft Support for details
on how to obtain an extension key. See section 16 of this guide for contact details.

You apply the licence key by navigating to Help > about DSS

& AV-STOR High Performance Network Storage Data Storage Server - Version 6 Single Node

SETUP CONFIGURATION MAINTENANCE STATUS HELP

You are here: HELF » about Data Storage Server

( Maodel: Data Storage Server
AV-STOR Wersion: 6.0up98.8801.7337 b4bit
Release date: 2013-02-14
DSS V6 Updates: N/ A
: License keys: N/A
S/N: AODOL55BE8
Product key: 2B6Y-XUSU-QTGQ-N43D-FGAC-FTGS-D2IY
Licensed Storage Capacity: unlimited

Extensions keys loader

Key: | |

User Manual

Technical Support

Event Viewer: <]

o Paste the licence key in the extension loader and click ‘Apply’
e You will be asked to reboot the NAS.
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15.4 3ware Image Upgrade Using a Browser

In Management > Controller Settings at the bottom of the page, you will find a Update
firmware option. Please browse to the .img file provided by Visualsoft and press ‘begin
update’. Restart the NAS when prompted.

|| warehouse - AY-STORB000-DSS ] 3ware 3DM2 - Controller Settings [ =+
47 D you wank Firefax ta remember this password on https:{200.1.1,225:6987 Remember | [ Never for This Ste | [ Notnow |
,)mm@sDMQZ dss96646197 (Linux 2.6.27.10-064-00000-g7c8cb2) Administrator “'-WE”'“

Summary Information Management Monitor 3DM 2 Settings Help

Refresh Controller Settings ECIET T CTR Controller D 3 (35505XU-4LP) |+

Background Task Rate (Controller ID 3)
Rebuild/Migrate Rate Faster Rebuild @ O © O O Faster 1O
Verify Rate Fasterverfy ® © O Q O Faster VO

Unit Policies (Controller ID 3)

Continue on Source

Wirite Cache Auto Verify Error during Rebuild Queuing StorSave
UnitD [RAID 5] O O ] Protection v
Unit Names (Controller ID 3)
Unitd [RAID 5]

(Other Controller Settings (Controller ID 3)

Auto Rebuild @Enabled O Disabled
Auto-Carving O Enabled @ Disabled
Carve Size (GB): 2048
Number of Drives per Spin-up 1
Delay between Spin-up 1 secand(s)
Export Unconfigured Disk No
Update Firmware
Image File | Browse...

Begin Update

Last updated Maon, Apr 19, 2010 03:40.58PM

This page will automatically refresh every 5 minute(s)
3DM 2 version 2.07.00.009

AP} version 2.04.00.009

Copyright () 1997-2008 AMCC

2

one

Page 53 of 56



User Guide Y\ "
AV-STOR NAS Configuration and Maintenance A

Revision 005 SUBSEA TECHNOLOGIES

16 VISUALSOFT SUITE SUPPORT

If you are unable to find the answers to your questions within this document please contact
VisualSoft for further help and advice.

By Email: visualsoft.support@f-e-t.com

By Telephone:

Office Hours:-  +44 (0) 1224 766-000

Out of Hours:-  +44 (0) 1224 363-999

This is an automated phone system, operating from 17:00 until 08:30 UK
time each night, and from 17:00 Friday until 08:30 Monday at weekends.
The system will automatically route your call to an on-call support

operator.
By Fax: +44 (0) 1224 279-737
Address: FET — VisualSoft

Concorde House
Endeavour Drive
Arnhall Business Park
Westhill

ABERDEEN

AB32 6UF

U.K.

Website: www.f-e-t.com/visualsoft
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